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#### Abstract

${ }^{1}$ Currently, the European Commission (EC) is drafting its Law of AI. This article gives 25 AI \& data regulatory recommendations to the EC, in response to its Inception Impact Assessment on the "Artificial intelligence - ethical and legal requirements" legislative proposal. In addition to a set of fundamental, overarching core AI rules, this article suggests a differentiated industry-specific approach regarding incentives and risks. Besides shaping the Law of AI, the article explores how the upcoming European AI legal framework's norms, standards, principles and values can be connected to the United States, from a transatlantic, comparative law perspective.


In its 2019 "White Paper On Artificial Intelligence - A European approach to excellence and trust", the EC set out its mission to foster the development and uptake of safe and lawful AI that offers legal certainty, a favourable investment climate and an innovation optimum across the Digital Single Market, while respecting fundamental rights, ensuring inclusive societal outcomes, protecting citizen's wellbeing and safeguarding our common Humanist moral values. The White Paper is the prelude to the European Law of AI. The overall goal of this legislative initiative is to stimulate the uptake of Trustworthy AI in the EU economy. Simultaneous to preparing its Law of AI, the EC is designing a legislative framework for data governance: The Data Act.

This article argues that the EU should step up and take the lead to set global norms and standards that will shape the international Law of AI \& Data system. The EU must provide a clear North Star to the world, determine direction and lead toward a purposeful destination. The time is now ripe to show ambition, leadership and guidance in building a global technology regulation framework -that will apply both on earth and in space- safeguarding human rights, the rule of law, democracy as well as social, economic and cultural rights. As it did before with the GDPR, that now has become the international standard for privacy, data sovereignty and data protection.

[^0]The article maintains that the EU needs to adopt a holistic set of overarching core AI rules. Horizontal rules which apply across all industries. These universal core rules protect our democracy and our fundamental human rights \& freedoms in the Information Age. Since both innovation incentive \& reward mechanisms, as well as safety/security risks vary per industry and per technology, policy makers should differentiate more explicitly between economic sectors when they design their digital governance solutions. Besides implementing the horizontal core AI rules, the article recommends a differentiated risk-based approach that contains vertical, industry specific boundary setting requirements and sector-specific AI regimes.

While it is critical that the EU considers AI as part of the European strategic autonomy, and a certain amount of strategic European digital autonomy is required to secure Europe's culture, the article argues that it is crucial for the EU to work together with countries that share our European digital DNA, based on common interests and mutual values. Sovereignty will ensure strong partnerships amongst equals. Against this backdrop, it is essential to incentivise systematic, multilateral transatlantic cooperation and to jointly achieve inclusive, participative digitization. Transatlantic and geopolitical dialogue on disruptive technology, together with the development of globally accepted technology standards and benchmarks, must be enhanced.

In addition, the article explores how the upcoming European AI \& Data Legal-Ethical Framework's norms, standards, principles and values could be effectively exported from the $E U$ to the US. In general, comparison of legal systems is a rewarding source for legal development and legal reform. Comparative law methods can help facilitate the process of taking on (parts of) the EU framework in the US on state level or even federal level. Given the global nature of the interdisciplinary challenges to be addressed, progression-oriented comparative legal scholarship can play a central role. As the increased use of information and communication technology, including the design and roll-out of its accompanying infrastructure are global phenomena without territorial boundaries, macro level, transnational AI legislation is urgently needed.

The article demonstrates that legal issues and legal uncertainty surrounding AI \& data ask for urgent legislative intervention, both in the EU, in the US and beyond. Without legal intervention, these issues continue to cause legal uncertainty and lack of trust, conflict with fundamental human rights, disrupt the transatlantic markets and ultimately hinder AI infused sustainable innovation.

The article concludes that the uncodified territory of AI \& Law represents a once in a generation chance to harmonize the AI acquis internationally. The global nature of the identified challenges pertaining to AI, machine learning and data calls for a holistic, unified approach that does justice to ubiquitous nature of AI. An articulated, culturally sensitive global acquis creates a level playing field, supports healthy competition and endorses legal certainty and trust. In this light, it is important that our future AI regulatory frameworks promote "openness", address risks and take into account the complex, intertwined legal, technical, social and ethical dimensions of our AI \& dataversum. When shaping the Law of AI, we should have a clear vision in our minds of the type of society we want, and the things we care so deeply about in the Information Age, at both sides of the Ocean.

## 1. Introduction

The race for AI dominance is a competition in values, as much as a competition in technology. In light of global power shifts and altering geopolitical relations, it is indispensable for the EU and the U.S to build a transatlantic sustainable innovation ecosystem together, based on both strategic autonomy, mutual economic interests and shared democratic \& constitutional values. Discussing available informed policy variations to achieve this ecosystem, will contribute to the establishment of an underlying unified innovation friendly regulatory framework for AI \& data. ${ }^{2}$ In such a unified framework, the rights and freedoms we cherish, play a central role. Designing joint, flexible governance solutions that can deal with rapidly changing exponential innovation challenges, can assist in bringing back harmony, confidence, competitiveness and resilience to the various areas of the transatlantic markets.

At the time of writing of this article, the European Commission (EC) is drafting its Law of AI. This contribution gives 25 AI \& data regulatory recommendations to the EC, in response to its Inception Impact Assessment on the "Artificial intelligence - ethical and legal requirements" ${ }^{3}$ legislative proposal. In addition to a set of fundamental, overarching AI rules, this article suggests a differentiated industry-specific approach regarding incentives and risks. Besides shaping the Law of AI, the article explores how the upcoming European AI legal framework's norms, standards, principles and values can be connected to the United States.

In its 2019 'White Paper On Artificial Intelligence - A European approach to excellence and trust ${ }^{\prime 4}$, the EC set out its mission to foster the development and uptake of safe and lawful AI that offers legal certainty, a favourable investment climate and an innovation optimum across the Digital Single Market, while respecting fundamental rights, ensuring inclusive societal outcomes, protecting citizen's wellbeing and safeguarding our common Humanist moral values. ${ }^{5}$ The White Paper is the prelude to the European Law of AI, which is expected to be adopted by the EC in the first half of 2021. The overall goal of this legislative initiative is to stimulate the uptake of Trustworthy $\mathrm{AI}^{6}$ in the EU economy. ${ }^{7}$ Simultaneous to preparing its Law of AI, the EC is designing a legislative framework for data governance: the Data Governance Act. ${ }^{8}$

[^1]
## 2. The Law of AI: Legislative Recommendations

The EU should step up and take the lead to set global norms and standards that will shape the international Law of AI \& Data system. The EU must provide a clear North Star to the world, determine direction and lead toward a purposeful destination. The time is now ripe to show ambition, leadership and guidance in building a global technology regulation framework -that will apply both on earth and in space ${ }^{9}$ - safeguarding human rights, the rule of law, democracy as well as social, economic and cultural rights. As it did before with the GDPR, that now has become the international standard for privacy, data sovereignty and data protection. ${ }^{10}$

1. First, the EU needs to adopt a holistic set of overarching core AI rules. ${ }^{11}$ Horizontal rules which apply across all industries. ${ }^{12}$ These universal core rules ${ }^{13}$ protect our democracy and our fundamental human rights \& freedoms in the Information Age. ${ }^{14}$
2. Second, the EU should use interoperability in combination with data portability as a policy lever. ${ }^{15}$ The EU should implement mandatory data exchange protocols (e.g. data formats, data models, APIs, mobile services and digital operating systems) and standards for interoperability and interconnectivity in the Internet of Things, together with associated IEC,
[^2]ISO and NEN standards and certification. ${ }^{16} \mathrm{AI} \&$ data driven products and services created within the EU or elsewhere in the world should abide by EU benchmarks, including safety and conformity assessments, and adhere to high technical, legal and ethical standards that reflect Trustworthy AI core values, purpose and mission, before they can obtain a CEmarking and enter the European markets. ${ }^{17}$
3. AI's dynamic and elusive nature asks for agile, flexible governance solutions. ${ }^{18}$ Designing a system that can quickly adapt to changing circumstances should be a key starting point. ${ }^{19}$ Agility allows for swift application of policies and solutions that effectively respond to citizen's and business expectations, and to global calamities such as the COVID pandemic. Moreover, normative preferences about how the Law of AI should be are dynamic and contextual, as society is in constant flux. ${ }^{20}$ This means that regulating technology is an ongoing effort, and that related laws need to be updated on a rolling basis.

Lawmakers should not be afraid to explore new concepts of rights \& regulations, learn from past mistakes and experiment with unconventional solutions such as legal sandboxes. Ex ante impact assessments, multi-stake holder dialogue and ex post evaluations should be used to review success and utility of new laws. ${ }^{21}$ These methods can help to keep regulation up to date.
4. Since both innovation incentive \& reward mechanisms, as well as safety/security risks vary per industry and per technology, policy makers should differentiate more explicitly between economic sectors when they design their digital governance solutions. ${ }^{22}$ Besides implementing the horizontal core AI rules, I recommend a differentiated risk-based approach that contains vertical, industry specific boundary setting requirements and sector-specific AI

[^3]regimes. Additionally, I foresee a multilevel approach pertaining to the application of the Law of AI, i.e. on a transnational, national, sectoral, organizational and individual level. ${ }^{23}$

Because of the multidimensional nature of AI, one-size-fits-all solutions are not realistic. ${ }^{24} \mathrm{~A}$ silver bullet or catch-all approach would condense complex realities into oversimplified stories. ${ }^{25}$

In practise, the suggested differentiated risk-based approach means that certain industry specific boundary setting requirements and sector-specific AI regimes in energy, transport/self-driving trucks, healthcare ${ }^{26}$, advertising, finance and defence will be different from requirements and customary regimes in entertainment, art, food-feed-agri and logistics.
5. I advise against an overreactionary, precautionary approach. Rigid application of the precautionary principle in EU law promotes excessive caution, hinders progress, and remains at odds with accelerated technological innovation. ${ }^{27}$ The lower the risk, the lower the required compliance (without trade-offs to the Trustworthy AI paradigm). ${ }^{28}$ The next step is to group risks, adopt relevant criteria for identifying and categorizing high-risk applications, define an industry-sensitive pyramid of criticality for AI , as well as propose concrete actions aimed at reducing safety risks by proactive legislation, certification \& benchmarking, values based design ${ }^{29}$ and impact assessments. ${ }^{30}$
6. I suggest a broad definition of AI (subject matter) that includes synergies with other disruptive tech such as DLT/blockchain, quantum computing and analogue computing. Machine learning \& quantum computing hybrids should be within the scope of our novel law. ${ }^{31}$ Hybridization of transformative technologies, such as AI with biochemistry or AI with

[^4]nanotechnology, as well human-AI symbiosis ${ }^{32}$ ought to adhere to the Trustworthy AI paradigm. A broader scope means more impact (though perhaps more initial costs/investments) and increased long term benefits.
7. To make AI and machine learning thrive, we have to re-examine the applicability and scope of (intellectual) property rights ${ }^{33}$ to data, including copyrights ${ }^{34}$, sui generis database rights and trade secrets. ${ }^{35}$ Constructing territorially applicable antitrust laws ${ }^{36}$ together with forward thinking IP regimes (including a Unitary Patent system ${ }^{37}$ that differentiates between sectors) can help to prevent cartelization and the formation of extreme big tech monopolies, driven by the internet's natural tendency to cause network effects. ${ }^{38}$ IP regimes that nurture innovation and creativity, and ensure integrity of the market place. ${ }^{39}$ There should be a right to process (e.g. access, share, analyse, re-use) data for machine learning purposes. ${ }^{40}$ I advise against introducing new layers of counterproductive, innovation stifling exclusive rights. ${ }^{41}$
8. A robust public domain, that includes open, democratized data should be endorsed in general. ${ }^{42}$ It is imperative that the EU democratizes vital means of production within the

[^5]context of AI, machine learning \& reasoning and data, and encourages federated learning \& transfer learning on open and democratized data. ${ }^{43}$
9. Regulation, rights and responsibilities should also be in line with the United Nations 2030 Agenda $^{44}$ including its Sustainable Development Goals, and adhere to openness in the sense of the upcoming UNESCO Open Science Recommendation. ${ }^{45}$
10. When shaping the Law of AI, we should also take principles of international private law, such as lex fori, lex situs and lex loci delicti, into account. These principles aim to connect factors which are used to determine whether parties are physically present, or their activities are associated with certain jurisdictions and legal regimes. International private law determines which court is competent, regulates choice of law and provides conflict rules. Thorough comparative legal analysis should be performed. The Law of AI impact assessment should also investigate implementation practicalities in monist and dualist countries. ${ }^{46}$ Since digital infrastructures are not confined by any borders, forum shopping and cross-border regulatory conflicts must be avoided. ${ }^{47}$
11. I think it is indispensable that the EU also provide incentives to build and augment datasets, algorithms and inference systems, by layering traditional and alternative innovation incentive \& allocation options such as prizes, subsidies, fines, benchmarks and competitions. ${ }^{48}$
12. In my view, guidance is an important part of the implementation and enforcement phase of the Law of AI, as explaining its requirements uphold trust, legal certainty and freedom to operate amongst stakeholders and society in general. ${ }^{49}$ Policymakers should take citizens and businesses by hand and construct capable, specialized institutions that provide guidance on the current possibilities regarding the development and use of AI, machine learning and data processing. Institutions that can cut red tape burdens. ${ }^{50}$ Government structures that can adequately manage digital transformation and protect the digital infrastructure of the Internet of Everything.

The long terms costs of underinvesting in this area is falling behind globally. ${ }^{51}$ In the same vein, the EU should provide clarity about the specific roles and responsibilities among government, the private sector, non-profits and individuals. ${ }^{52}$ Likewise, I can see a role for specialized regulatory agencies to enforce the higher principles of the Law of AI in specific industries and economic sectors. Identified obstacles to oversight and enforcement, such as

[^6]the insignificance of borders and the avoidance of strict legal constraints should be taken away. It is pivotal that sufficient attention and funding goes to implementing, applying and explaining new technology related regulations to both incumbents and the general public.

The uptake of trusted AI infused technologies by the general public can assist us in finding accelerated and scaled solutions to the big challenges we face, such as climate breakdown, withering natural resources, interplanetary travel, diversity, equality and inclusivity. ${ }^{53}$
13. In the current state of AI, the right to a human decision, human intervention as well as interpretability and explainability of AI are necessary preconditions for Trustworthy AI. I believe that the possibility of human intervention is an essential aspect of gaining trust and creating legal certainty within civic society.
14. I advise however not to limit robust, benchmarked AI, as we will then loose its greatest benefits. ${ }^{54}$ In combination with a human sanity check to avoid coincidences, which includes the option of human intervention. Too much precaution will hinder exponential innovation, disruption should not and cannot be overly controlled.

Retaining a future, optimistic scenario in which AI will develop into benevolent technology, I envisage that the focus on these principles will eventually move to the background. In an AI driven world that has solved the AI control problem, the right to a human decision will eventually become meaningless. ${ }^{55}$
15. For the sake of coherence, complementarity and interpretability, the EU must ensure that the Law of AI functions in an efficient manner at the intersection of law and tech such as trade law, fair competition/antitrust law ${ }^{56}$, intellectual property, privacy, investment law, tax law, contract law (e.g. freedom of contract), tort law, corporate criminal liability law, insurance law, employment law (e.g. transition costs of workers replaced by AI) and consumer law. Core AI rules should be methodically linked to other areas of the legal system and embedded in existing regulatory structures. ${ }^{57}$ New laws should be congruent with requirements set by existing laws as well as sector/industry specific laws e.g. the Medical

[^7]Device Regulation (MDR) ${ }^{58}$ the Machinery Directive, the General Product Safety Directive and the product liability regime. ${ }^{5960}$ They should also respect International Treaties.

A fragmented patchwork of national rules has to be avoided at all costs. ${ }^{61}$ Moreover, a coherent European-wide approach to AI that complements member states' own actions is vital. In order to build a vibrant Europe-wide AI ecosystem that can compete on an international level, alignment of the national AI strategies of EU members is required. ${ }^{62}$
16. A healthy AI-ecosystem that is built on legal certainty, democratic values and trust, contains utilitarian companies that produce relevant, beneficial innovation. It is key that corporations are made aware of their global responsibilities and utilize ethical business practises. ${ }^{63}$ The law is needed to set minimal standards of behaviour. In this respect, excluding liability for AI products and services in general terms and conditions should be forbidden. Undesirable winner-takes-all effects ought to be avoided and solved. Existing power constellations in the digital economy must be critically assessed. This also means more aggressively regulating behaviour of companies with too much market power ${ }^{64}$ e.g. enforcing merger laws, not letting dominant monopolists buy any new companies, avoid killer

[^8]acquisitions ${ }^{65}$, forge healthy venture-capitalist models, increase business dynamism and create a level playing field with breathing room for SME's to flourish. ${ }^{66}$
17. Besides AI regulation, the EU should implement an innovation cluster-friendly employment law legal framework in which employee mobility is central, without all kinds of non-competition clauses. To the example of the California and Massachusetts innovation clusters. An intrinsic part of the technological innovation process is the skills agenda. The EU should focus on interdisciplinary competencies that are desired or obsolete on the labor market, and help workers becoming double-educated and more resilient against change.
18. The EU should encourage technology transfer ${ }^{67}$ and eliminate lag time i.e. advance the flow of scientific and technological research (e.g. university spin-offs) to the marketplace and to wider society, along with associated skills and procedures.
19. The EU should actively further equal distribution - beyond path dependency - of the benefits and advances of AI and its value chains across society. We should do socially useful things with these benefits, put profits and gains in healthcare, in improving infrastructure and in solving challenges facing our planet. ${ }^{68}$ The EU should prioritize on using AI's benefits to reduce income inequality. Digital taxes should be increased - tax regimes ought to be more progressive in general. To make everybody feel included, winners need to give back to society.
20. Adjacent to regulation I can see an important role for harmonized AI Impact Assessments such as the Dutch AIIA \& Code of Conduct ${ }^{69}$ that combines technical, legal and ethical standards ${ }^{70}$, HLEG's Assessment List for Trustworthy Artificial Intelligence (ALTAI) for self-assessment and Council of Europe's Recommendations on the human rights impacts of algorithmic systems ${ }^{71}$ and relevant CAHAI guidelines in this regard. ${ }^{72}$ Self-regulation alone should never be enough: industries simply do not have the same incentives to promote public good as governments do.

Coordinated, risk-based assessments and codes of conduct enhance awareness and stimulate forging responsible tech in a proactive manner, in an ongoing effort to balance the effects of

[^9]disruptive, exponential innovation within and beyond the Digital Single Market. Law and ethics often interact with each other. Ethical standards ought however to be a supplementation to legal measures, and not a replacement.
21. Synchronous to a coordinated, differentiated industry-specific approach regarding incentives and risks, the EU should actively shape technology for good and embed norms, standards, principles and values into the architecture of our technology, by means of Trustworthy AI by Design. ${ }^{73}$ For example by cultivating federated learning and generative adversarial network (GAN) methods, cryptography, anonymisation and privacy-preserving synthetic spatio-temporal trajectory dataset generation techniques. ${ }^{74}$ Our AI \& data system's architectures should vigorously support democratic and constitutional values. ${ }^{75}$ The alternative is that societies with social norms, democratic standards and ethical priorities that are perhaps dissimilar in temperament or even incompatible with our own system, impose their values on us through the design and distribution of their technology. ${ }^{76}$
22. It is crucial for the EU to work together with countries that share our European digital DNA, based on common interests and mutual values. ${ }^{77}$ Multilateral cooperation with any country that wishes to jointly achieve inclusive, participative digitization is paramount. ${ }^{78}$ Countries that have matched AI for Good concerns, including but not limited to the U.S., U.K. and Canada. ${ }^{79}$ Against this backdrop, it is essential to incentivise systematic transatlantic cooperation. ${ }^{80}$ Transatlantic and geopolitical dialogue on disruptive technology, together with

[^10]the development of globally accepted technology standards and benchmarks, must be enhanced. ${ }^{81}$
23. A central policy objective should be to enable fair-trading conditions between key information age players, such as online platforms and its users. ${ }^{82}$ In a proportional and efficient manner. Conditions that can help bringing back harmony to the various areas of the European and transatlantic markets. Informed public policies will strengthen our multilateral trading system ${ }^{83}$ and result in closer, intensified economic relations across The Atlantic.
24. It is critical that the EU considers AI as part of the European strategic autonomy. A certain amount of European digital autonomy is required to secure Europe's culture. ${ }^{84}$ Sovereignty will ensure strong partnerships amongst equals.
25. Lastly, purposeful digitization policies must be sensitive to context - cultural, political and social, as well as to demographic, economic and political circumstances in each member state. ${ }^{85}$ As the increased use of information and communication technology, including the design and roll-out of its accompanying infrastructure are global phenomena without territorial boundaries, macro level, transnational AI legislation is urgently needed. ${ }^{86}$ Creation, implementation, maintenance, enforcement and adjudication of the Law of AI within the Digital Single Market and beyond, will be a formidable challenge. ${ }^{87}$

We should expect the EC to manoeuvre in such a way that as many of the described preferences as possible -including establishing the suggested universal core AI rules together with a differentiated risk-based approach- can be realized at the present time, without thereby diminishing its long-term prospects. ${ }^{88}$

## 3. Exporting the European AI Legal-Ethical Framework to the United States

In the United States, a well-balanced legal-ethical-technical system that regulates the development and use of AI in the data-driven economy in mind, does not yet exist. ${ }^{89}$ As with the GDPR, which inspired the Californian CCPA, one can expect the final EU AI 2021 framework to be adopted in the US soon after its implementation. ${ }^{90}$ Differences between civil and common law systems seem not to be a hurdle for a legal transplant of core principles. ${ }^{91}$

[^11]AI legislation for European companies also stimulates other parties, such as American companies to follow these rules. ${ }^{92}$ Firms serving EU customers appear to use higher levels of data protection. ${ }^{93}$ Raising professional awareness of legal, regulatory, ethical and policy challenges encompassing exponential innovation will strengthen mutual understanding between the EU and the U.S. and expedite transatlantic collaboration. ${ }^{94}$ How can norms, standards, principles and values be effectively exported from the EU to the US within the context of AI \& data? Comparative law methods can help facilitate the process of taking on (parts of) the EU framework in the US.

These 5 scenarios', or a combination, seem realistic on condition of necessary political support:

1. Legal transplant on federal level, enacted by Congress and the White House;
2. Legal transplant on state level, enacted by State legislature's bicameral bodies;
3. Implementing the European AI Impact Assessment \& HLEG's ALTAI in line with EU Trustworthy AI principles in the US; ${ }^{95}$
4. The EU setting a holistic global legal-ethical-technical standard that includes rights, responsibilities \& ex ante obligations and uses EU market power and CE-markings to make other countries copy/implement its framework;
5. Encouraging transatlantic dialogue and develop joint overarching EU-US technology standards together with mutual sector-specific boundary-setting rules.

Besides strategically following up on these methods and bolster alliances with like-minded countries, the US government should strenuously remove obstacles for the deployment of responsible tech. ${ }^{96}$ Technology that is legal ${ }^{97}$, ethical and technically robust. Technology that fosters democracy. ${ }^{98}$ Cyberspace must not remain unregulated.

[^12]The US government should regulate data brokers and develop its own industrial policy i.e. work together with businesses to advance new technologies, cultivate public-private partnerships and urgently increase federal funding for AI for Good. ${ }^{99}$ Trustworthy, responsible AI that gained the trust of the general public has important marketing advantages. Data and technology literacy amongst citizens should be actively promoted. Relevant interdisciplinary private sector knowledge and government sector knowledge has to be exchanged continuously, in the form of a free flow of ideas. ${ }^{100}$ If the goal is maintain global leadership in AI, there is a key role for federal funding of AI education and research. ${ }^{101}$ This all needs to be a bipartisan effort. Long terms effects of underinvesting in AI are no less than existential and encompass democratic rights, fundamental freedoms and national security concerns. ${ }^{102}$

A fragmented patchwork of state level rules must be avoided. ${ }^{103}$ The U.S. requires a coherent federal-level approach to AI that complements the states own actions.

## 4. Comparison of Legal Systems

Comparison of legal systems is a rewarding source for legal development and legal reform. ${ }^{104}$ Given the global nature of the interdisciplinary challenges to be addressed, progressionoriented comparative legal scholarship can play a central role. ${ }^{105} \mathrm{~A}$ step further is to compare the proposed solutions with each other and implement the ones that would work within the context of a particular jurisdiction and its respective society. On both federal and state levels.

When reforming or designing new laws, an interesting option is to transplant a certain legal concept or rule from one system to another. This is called "legal transplant". ${ }^{106}$ Transplanting laws and -on a larger scale- reception of legal systems leads to convergence and diffusion of law. ${ }^{107}$

[^13]Naturally, every society -this applies to both American States and European member stateshas a unique mutual relationship of sources of law. ${ }^{108}$ The hierarchy of legal norms, standards and their interpretation and enforcement determines whether a particular legal concept or rule of law leads to the desired outcome. As a result, the same standard could be qualified as efficient in a specific institutional context and in-efficient in another context. ${ }^{109}$ This means that transplanting the EU Trustworthy AI paradigm could lead to different outcomes in innovation clusters such as California and Massachusetts, as opposed to Delaware, Nebraska or French law inspired Louisiana.

Moreover, the internal separation of legislative, executive, and judiciary powers as directed by Montesquieu's trias politica ${ }^{110}$ makes that an equivalent legal concept is expected to have a different impact in one country than in the compared country. Therefore, during legislative efforts, contextual comparison of law provides lawmakers with a powerful instrument to proactively identify undesired consequences of legal transplants across the transatlantic markets. ${ }^{111}$

## 5. Conclusion: Towards a Clear Vision of the Society We Want

Legal issues and legal uncertainty surrounding AI \& data ask for urgent legislative intervention, both in the EU and the US. Finding effective legal solutions for disruptive technology related problems demands for a comparative, beyond IP innovation law perspective. ${ }^{112}$ Timing and the degree of intervention is everything. ${ }^{113}$ Without legal intervention, these issues continue to cause legal uncertainty and lack of trust, conflict with fundamental human rights, disrupt the markets and ultimately hinder AI infused sustainable innovation.

Methods of comparative law could be helpful to develop the best innovation stimulating regulatory framework, that respects democratic principles, fundamental rights and constitutional values. ${ }^{114}$ Although solutions cannot always be adopted 1 on 1, law- and policymakers can learn a lot from scientifically sound comparisons between legal systems. The comparative method provides insight, encourages creativity and offers legislators an extended horizon of regulatory possibilities.

The uncodified territory of AI \& Law represents a once in a generation chance to harmonize the AI acquis internationally. ${ }^{115}$ The global nature of the identified challenges pertaining to

[^14]AI, machine learning and data calls for a holistic, unified approach that does justice to ubiquitous nature of AI. It asks for universalism instead of pluralism. ${ }^{116}$ An articulated, culturally sensitive global acquis creates a level playing field, supports healthy competition and endorses legal certainty and trust. ${ }^{117}$ In this light, it is important that our future AI regulatory frameworks promote "openness", address risks and take into account the complex, intertwined legal, technical, social and ethical dimensions of our AI \& dataversum. When shaping the Law of AI, we should have a clear vision in our minds of the type of society we want, and the things we care so deeply about in the Information Age, at both sides of the Ocean.
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